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ABSTRACT

Video segmentation is a key unit in content-based video en-
coding systems, such as MPEG-4. Existing algorithms are
too complex for real-time applications, and hardware im-
plementation is infeasible because of the global and irreg-
ular operations. In this paper, a hardware system for video
segmentation is proposed from algorithm level to hardware
architecture level. A hardware-oriented algorithm is first
proposed to generate accurate object masks with local pixel
operations and morphological operations, which are suit-
able for hardware implementation. After that, the hardware
architecture is designed based on partial-result-reuse archi-
tecture and programmable morphology PE array architec-
ture, which can achieve both high flexibility and throughput.
A prototype chip is implemented to achieve the processing
speed of 30 QCIF frames per second and 7,680 morpholog-
ical operations per second at 26 MHz. It also shows the
hardware cost is small, and the proposed video segmenta-
tion hardware system is suitable to be integrated into any
content-based video encoding systems.

1. INTRODUCTION

MPEG-4 has been taken as the most important standard
for multimedia applications [1]. The key functionality of
MPEG-4 visual part is content-based interactivity, that is,
the video encoding system is object-based rather than frame-
based as MPEG-2. To support this, the object masks of
video objects should be generated in advance. Video seg-
mentation is the technique to generate object masks from
the input video sequences, and the object mask informa-
tion is required for shape coding, texture coding, motion
estimation, and motion compensation in MPEG-4 encoding
systems, as shown in Fig. 1. For real-time applications, a
real-time segmentation system is urgently required because
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without video segmentation, most of the new functionalities
of MPEG-4 cannot be realized.

Many video segmentation algorithms have been proposed
[2]. They can be classified into two types: algorithms based
on temporal information and algorithms based on spatio-
temporal information. Algorithms of the first type use the
motion information derived in temporal domain. Motion es-
timation, optical flow, or change detection [3] is often em-
ployed. Then the object can be segmented based on the as-
sumption that the motion of the foreground objects should
be inconcurrent to the global motion. The segmentation re-
sults are usually not precise enough, and complicated post-
processing processes are needed to refine the object masks.
The other type of algorithms is based on both motion in-
formation and spatial information. The spatial information
can be generated by image segmentation algorithms, such
as watershed transform [4, 5, 6], which can separate a frame
into many homogeneous regions. After that, motion infor-
mation are used to select foreground regions. These algo-
rithms can give precise segmentation results; however, the
computation load are too high to be employed in real-time
applications. Moreover, they are hard to be implemented
in hardware since many global operations are included in
these algorithms, and the irregular operations make the as-
sociated hardware hard to be accelerated with parallel and
pipeline design techniques.

In this paper, an algorithm and hardware architecture
for video segmentation hardware system are proposed. The
algorithm is designed for hardware implementation. It is
modified from our prior successful algorithm [7, 8]. All
the operations in this algorithm are local pixel operations or
morphological operations [9], which are very regular and
suitable for hardware implementation. The hardware ar-
chitecture is designed based on the hardware-oriented algo-
rithm. A programmable morphology PE array architecture
is proposed here to give both high flexibility and throughput
for video segmentation systems. :
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Fig. 1. Block diagram of a MPEG-4 content-based coding
system with a segmentation unit.

The hardware-oriented video segmentation algorithm is
first described in next section. Then the hardware architec-
ture and simulation results are shown in Sec. 3 and Sec. 4,
respectively. Finally, in Sec. 5, a short conclusion is given.

2. HARDWARE-ORIENTED VIDEO
SEGMENTATION ALGORITHM

The block diagram of the proposed hardware-oriented video
segmentation algorithm is shown in Fig. 2. It includes two

_ modes: a baseline mode is designed for general situations,
and a shadow cancellation mode is designed for video se-
quences influenced by shadow and light change.

Figure 2(a) shows the block diagram of baseline mode.
It has five main parts: frame difference, background regis-
tration, background difference, object detection, and post-
processing. First, the frame difference of current frame and
previous frame are thresholded to form Frame Difference
Mask (FDM). The mask is then used in background regis-
tration to register background information into background
buffer. The reliable background consists of pixels that are
not parts of moving objects for consecutive fth frames. Next,
the frame difference of current frame and background frame
is also thresholded to form Background Difference Mask
(BDM). In object detection, if background exists, BDM is
chosen as initial object mask (OMi); otherwise, FDM is
chosen. Finally, post-processing can refine OMi to object
mask (OM).

There are two parts in post-processing: noise region
elimination and morphological close-open operation. The
noise region elimination can filter out small black regions
(holes) and small white regions (noise) of OMi. It is imple-
mented with connected component operation in [8]. After
that, the morphological close-open operation is applied to
smooth the boundary of the object masks.

In shadow cancellation mode, which is shown in Fig. 2(b),
morphological gradient filter is first applied to depress the
influence of light change and shadow. An extra erosion op-
eration is added in post-processing to eliminate the edge-
thickening effect of gradient filter.

Input image

Background
Registration

Background
Difference

Difference
Mask

Mask ‘Segmentation
Algorithm of
Baseline Mode

initial Object
Mask

(a) ®)

Fig. 2. Block diagram of the hardware-oriented video seg-
mentation algorithm. (a) Baseline mode; (b) shadow can-
cellation mode.

Among all the operations of this algorithm, frame differ-
ence, background registration, background difference, and
object detection are pixel operations, namely, each pixel is
processed independently. They are regular and suitable for
hardware implementation. The gradient filter, close-open
operation, and erosion operation are morphological oper-
ations, which can also easily be mapped to hardware ar-
chitecture. On the other hand, the connected component
operation, which is a global operation, needs to be modi-
fied. Instead of connected component operation, the noise
region elimination can be implemented with morphological
dilation, conditional erosion, and opening operations, which
can be shown in the following equation:
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where | > (m —1)/2, @ is dilation, which can be described
by the following equation:

I®B(x1y) = max{I(I—’i,y—i)l(l‘, y) € I’ (Zvj) € B}y
@

© is erosion, which can be described by the following equa-

tion:

19 B(z,y) = min{I(z +1,y+19)|(z,y) € 1,(3,5) € B},
3

B, is an nxn structuring element, o is opening, which can

be described by the following equation:

IoB=(I6B)® B, (GY)
and the conditional erosion (geodesic erosion) is:

XeB;Y = (XeB)uY. )



Fig. 3. Segmentation results of the proposed algorithm. (a)
Akiyo #50; (b) Weather #50; (c) Hall Monitor #50;(d) Frank
#50.

Although the modified noise region elimination operation
may be more complicated for software implementation, it is
local operation and has more regular dataflow; therefore, it
is more suitable to be implemented in hardware.

Some segmentation results are shown in Fig. 3. Many
standard sequences and other sequences captured in our lab
with a general camera are tested. It is shown that the pro-
posed algorithm performs well for various situations and
can successfully segment out the object masks.

No global operations and complicated branch operations
are included in this algorithm. All operations are either
pixel based local operations or morphological operations,

which can be mapped to efficient hardware architecture. There-

fore, the proposed video segmentation algorithm is very suit-
able for hardware implementation.

3. HARDWARE ARCHITECTURE

The hardware architecture designed for the hardware-oriented
algorithm is shown in Fig. 4. It has two parts: gray-scale
part and binary part. The data width in gray-scale part is
8-bit, and the data width in binary part is 1-bit.

In gray-scale part, there are three units: control unit,
gradient filter (GRA), and change detection mask and back-
ground generator (CDMBG). GRA applies morphological
gradient filter on current frame data to eliminate shadow ef-
fect and light change effect. CDMBG can generate both
initial object mask (OMi) and background information. The
background information (B), previous frame (P), background
indicator (BI), and stationary index (SI) are stored in an
off-chip memory. Note that the background indicator can
indicate where the background information exists, and the
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Fig. 4. Architecture of the video segmentation chip.

stationary index records the probability a pixel belongs to
background. OMi, whose data width is 1-bit, is then sent to
binary part.

The main unit in binary part is a programmable binary
morphology PE array. The PE array can be programmed by
instructions stored in an off-chip program memory to per-
form different kinds of binary morphological operations in
post-processing of our algorithm, such as noise region elim-
ination and smooth operation. For complex operations, a
folding technique [10] is applied, and an off-chip memory
is used to store the partial results.

The detailed architectures of GRA, CDMBG, and Pro-
grammable PE Array are described in the following three
subsections. Furthermore, the scheduling of this hardware
architecture and how to combine several chips to deal with
video sequences with large frame size are also shown.

3.1. Gradient Filter

The morpholdgical gradient filter can be described by the
following equation:

G=(IeB)-(IsB). ©)

The hardware architecture is shown in Fig. 5. In Fig. 5, wis
the width of the frame, and MAXMIN can output the maxi-
mum and the minimum of its two input values. The gradi-
ent filter is implemented with a hardware-cost efficient ar-
chitecture named partial-result-reuse architecture, in which
the partial results during operations are kept and reused and
is proved to be superior to other morphology architectures
[11]. It needs only seven 8-bit comparators in the gradient
filter. Note that, for size and power consideration, the delay
lines are implemented with two on-chip two-port SRAMs
rather than registers. -
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Fig. 5. Architecture of morphological gradient filter using
partial-result-reuse architecture.
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Fig. 6. Architecture of CDMBG (change detection mask
and background generator).

3.2. CDMBG

Frame difference, background registration, background dif-

ference, and object detection in Fig. 2 are processed in CDMBG

module. All these operations are pixel local operations, that
is, the operation is applied pixel by pixel independently;
therefore, it can be easily mapped to hardware architec-
ture with high throughput. The hardware architecture of
CDMBG is shown in Fig. 6, where DIFF Th is the frame dif-
ference and thresholding unit, and Decision Logic decides if
the current input pixel is a part of reliable background. If it
is, it will be written into background; otherwise, the back-
ground will be unchanged.

3.3. Programmable PE Array

The post-processing, which includes noise region elimina-
tion and close-open operation, is the most computationally
intensive part in our algorithm. The post-processing in-
cludes three basic binary morphological operations: dila-
tion, erosion, and conditional erosion.

To achieve real-time requirement, the throughput should
be high, and a PE array architecture is suitable; however,
the operations in post-processing are different for different
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situations, and a flexible architecture is required. To achieve
both high throughput and flexibility, a programmable binary
morphology PE array architecture is proposed as shown in
Fig. 7.

In Fig. 7, each PE can be programmed to perform one
of the four operations: 3x3 dilation, 3x3 erosion, 3x3 con-
ditional erosion, and no operation. For larger structuring
elements, the chain rule of morphological operations is ap-
plied as shown below:

A®(BOC)=(A®B)@C. e

It means cascading two 3x3 dilation is equivalent to a 5x5
dilation. To achieve real-time requirement, eight PEs are
required at 26MHz, that is, it has 4% = 65,536 different
configurations. For example, if the following operation is
mapped into the programmable PE array:

I® B3 ® B3 ® B3 © B3 © Bs, ®

the first three PEs are programmed as dilation, PE3 and PE4
are programmed as erosion, and PES-PE7 are programmed
as no operation. If a more complex operation is mapped
into the array, a folding technique is applied to decompose
the operation into many simple operations, and each simple
operation is mapped into the PE array in different time slot.
An off-chip memory is used to store the partial results of
the PE array. For example, if the following morphological
operation is considered:

I1®B3®B3® B3®B3®B3®B3®B3® B30 B36 B3, (9)
it is equivalent to:

(I®B3® B3® B3® B3® B3® B3 ® B3® B3) © B3© Bs.

(¢
To map this operation into the programmable PE array, the
eight PEs are all first programmed as dilation, and the out-
put data are stored into the off-chip binary frame buffer. Af-
ter the whole frame is processed, the first two PEs are pro-
grammed as erosion, and the other PEs are programmed as
no operation. The binary data are then sent into the PE ar-
ray from the binary frame buffer, and the final results can be
obtained.

The detailed architecture of a single PE is shown in
Fig. 8. The max operation is replaced with OR operation
in the binary morphology PE, and the hardware cost is also
minimized with partial-result-reuse concept. The hardware
cost of each PE can be further reduced by means of the du-
ality property:

(Ao B = A°® B.

an

Similar to GRA, the delay lines of each PE are implemented
with an on-chip SRAM. The vertical boundary control and
horizontal boundary control signal is given from the control
unit to deal with the boundary condition.
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Fig. 7. Programmable binary morphology PE array.
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Fig. 8. Detailed architecture of a single PE.

3.4. Scheduling

The scheduling of the whole system is shown in Fig. 9. For
each frame, the frame data are first sent to the GRA. The
output of the GRA is then sent to the CDMBG, the output of
the CDMBG is sent to the PE array, The output of the PE ar-
ray is stored in the binary frame buffer. During this period,
the pipeline of the whole system is full. After all the frame
data are processed, the GRA and the CDMBG are stopped.
The control unit of the binary part reprograms the PE array
with instructions loaded from the off-chip program mem-
ory, and then the PE array read data from the binary frame
buffer and store the results into the binary frame buffer. Af-
ter the program stored in the program memory is executed,
the PE array sends out the object mask information, and the
frame data of the next frame are sent to the GRA. The same
procedure is repeated frame by frame.
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Fig. 9. Scheduling of the proposed segmentation chip.
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Fig. 10. Scalable architecture with multiple segmentation
chips working in parallel.

3.5. Scalable architecture

After fabricated, the maximum frame size to be handled by
a single chip is fixed; however, combining several chips can
deal with video sequences with larger frame size. This scal-
able architecture with multiple segmentation chips is shown
in Fig. 10. As shown in the figure, a frame is first segmented
into four overlapped tiles, and each tile is sent to a video
segmentation chip. Four chips work in parallel with four
independent off-chip memory groups, and the output data
are combined in a buffer. The results are the same as those
of the original algorithm if the overlapped regions are large
enough.

4. SIMULATION RESULTS

The segmentation chip is designed in cell-based design flow
with Avant! standard cell library and Avant! RAM com-
piler. Two memory built-in-self-test modules are also in-
tegrated into the chip to test the 8-bit SRAM and 24-bit
SRAM separately.

The video segmentation chip is currently under fabrica-
tion by TSMC. The chip layout of the proposed system is
shown in Fig. 11. There are three on-chip two-port SRAM
on the chip. Two of them are 176x8, which are used as de-
lay lines in GRA. The other one, which is 176x24, is used as
delay lines of the programmable PE array. The technology
is TSMC 0.35um 1P4M. The chip size is 2.77x2.77 mm?
where the transistor count is 143,122. It shows the chip size
and transistor count of this system is quite small and can be
easily integrated into a single chip MPEG-4 encoding sys-
tem. The detailed features of the chip is shown in Table 1. .

Simulation results show that this chip can achieve real-
time requirement for QCIF (176x144) video at 26MHz, and
the programmable PE array can perform 7,680 binary mor-
phological operations per second, which is sufficient for
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Fig. 11. Chip layout of the proposed system.

Table 1. Features of the Video Segmentation Chip.

Technology TSMC 0.35um 1P4M

Package 100 CQFP (91 Pads)

Transistor count 143,122

Chip size 2. 77Tmmx2.77mm

Power supply 3.3V

Power consumption 48.35mW@33MHz

Processing speed 30 QCIF frames/s

(at 26 MHz) 7,680 morphological operations/s

On-chip memory 2 176 x 8 two-port RAM

1 176x24 two-port RAM

most situations. Note that although the target frame size
of this prototyping chip is only QCIF it is easy to scale the
~ design into CIF format or even larger video format.

5. CONCLUSION

A hardware-oriented video segmentation algorithm and its
associated hardware architecture is proposed in this paper.
The algorithm is modified from our prior video segmenta-
tion algorithm. No global and irregular operations are in-
cluded in this algorithm, which make it suitable for hard-
ware implementation. The hardware architecture has two
parts: gray-scale part and binary part. The gray-scale part is
designed with partial-result-reuse design technique to have
low hardware cost. The core unit of binary part is a pro-
grammable PE array. It can achieve high throughput as well
as flexibility. A prototype chip is currently under fabrication
with 0.35um 1P4M technology by TSMC. It shows the chip
size is small and can be easily integrated into any content-
based coding systems.
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